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Approximation perspective

wlog let E[X ] = 0, E[X 2] = 1; G ∼ N (0, 1) independent of Z

I (G , snr)− I (X , snr) = D(
√
snrX + Z ∥

√
snrG + Z )

C (snr)− CH(h, snr) = min
X :

E[X 2]≤1,
H(X )≤h

D(
√
snrX + Z ∥

√
snrG + Z )

optimal distribution at h: discrete X with H(X ) ≤ h that is closest to N (0, 1 + snr) after
“Gaussian smoothing”
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Estimation perspective

MMSE of estimating X from Y =
√
snrX + Z :

mmse(X , snr) = E
[
(X − E[X | Y ])2

]
I-MMSE relationship: I (X , snr) =

1

2

∫ snr

0
mmse(X , γ) dγ, H(X ) = I (X , “∞”)

mmse(X , γ)

γ

var(X )

snr

??

CH(h, snr) = max

s.t. + ≤ h,

var(X ) ≤ 1

optimal distribution at snr: indistinguishable at SNR < snr, distinguishable at SNR > snr
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Low SNR asymptotics via Taylor expansion

E[X 2n] < ∞: I (X , snr) =
n−1∑
i=1

ai ,X snri + rn,X snrn

ak,X is a polynomial of {E[X n] : n = 1, . . . , k} for k ≥ 2

for X with E[X 2(k+2)] < ∞:

if E[X n] = E[Gn], n = 1, . . . , k and E[X k+1] ̸= E[G k+1],

then I (G , snr)− I (X , snr) = Θ(snrk+1) as snr → 0

kh := maximum number of moments of G matched by X with H(X ) ≤ h

C (snr)− CH(h, snr) = O(snrkh+1)

(O instead of Θ to allow for X with E[X 2(kh+2)] = ∞)
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Classical moment problem

Q: Given s1, s2, s3, . . . , does there exist X on R such that E[X n] = sn for n = 1, 2, 3, . . . ?

A: iff Hn(s1, . . . , s2n) =


1 s1 . . . sn
s1 s2 . . . sn+1
...

...
. . .

...
sn sn+1 . . . s2n

 ⪰ 0 for n = 1, 2, 3, . . . ;

infinite support iff Hn ≻ 0 for all n

Q: Given s1, s2, s3, . . . , sk , does there exist X on R such that E[X n] = sn for
n = 1, 2, 3, . . . , k?

A: iff

(k odd) there exists s̃k+1 such that Hk+1
2

(s1, . . . , sk , s̃k+1) ⪰ 0

(k even) there exist s̃k+1, s̃k+2 such that Hk
2+1

(s1, . . . , sk , s̃k+1, s̃k+2) ⪰ 0;

finite support: at most ⌊k/2⌋+ 1 atoms (if it exists)
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Main result

Theorem

For any continuous W , there exists ηW ∈ (0, 12) such that

(i) if X has E[X n] = E[W n] for n = 1, 2, 3, 4, then H(X ) ≥ h2(ηW ).

(ii) for any h > 0, there is X with H(X ) ≤ h and E[X n] = E[W n] for n = 1, 2, 3.

Proof idea

H(X ) ≤ h < log 2 ⇐⇒ X =

{
X̃ w.p. ϵ < 1/2

x0 w.p. 1− ϵ > 1/2

need E[X̃ n] = sn := 1
ϵ (E[W

n]− (1− ϵ)xn0 )

check: s1, . . . , s4 “valid” iff ϵ > ηW , but s1, s2, s3 always “valid”

Corollary

ηG = 1
3

, so for h < h2(
1
3), as snr → 0, C (snr)− CH(h, snr) = O(snr4).
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Summary

entropy-constrained Gaussian channel

capacity CH(h, snr)

snr → 0, 0 < h < h2(
1
3): CH(h, snr) = C (snr)−O(snr4)

, via entropy-constrained version
of truncated moment problem

for any continuous distribution, only three moments can be matched by a discrete
distribution of sufficiently small entropy

open:

structure of capacity-achieving distributions

CH(h, snr) for other h, snr

insights from/to estimation problems?

Thank you!
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