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Holder's inequality for probability measures

E[lf(X)eMI < [IF (X)) lg(Y)llp, p =1

1 1
@ — + — =1<— Holder conjugates
p P

o ||Z||, 2 E[|Z|P]? +— p-norm of Z
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An equivalent formulation

IElg(Y) [ XIllp < lg(Y)lp, p=1

1 1
@ — + — =1<— Holder conjugates
p P

o ||Z||, 2 E[|Z|P]? +— p-norm of Z
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More generally?

[Elg(Y) | XIllp < llg(Y)llq?

° — always true
° — depends on uxy

Extreme cases: X 1L Y = g >1;
X=Y = qg>p.
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Hypercontractivity parameters

Definition

For1 < g <p<oo, (X,Y)is (p,q)-hypercontractive if

IELg(Y) [ XTllp < llg(Y)llq-

Also define, for a given p > 1,

qp(X; Y) =inf{q: (X, Y) is (p, q)-hypercontractive},
vy 2 BXiY)

p(X;Y) = b

rx;y) = inf, p(X;Y) = lim rp(X;Y).

p—00

9

1
Extreme cases: X 1L Y = q, =1, r, = —, r*zO;
p
X=Y = qpo=p, =1, r =1
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Indecomposable r.v.s

Definition
There do NOT exist nontrivial sets A and B such that

PXeA << YeB)=1.

— decomposable
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Probability of decoding sets

Theorem (Ahlswede-Gacs '76)

For {(Xi, Yi)}i—1 i.i.d. and indecomposable, for any sets A, C X",
B, C V", there exist positive numbers r < 1 and p such that

P(Y" € B,) > P(Y" € B, | X" € A)PP(X" € A,)'.

o FP(Y" € B, | X" € Ay) > A,

1
—ZlogP(Y" € By) < — L log P(X" € Ay).
n n
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Characterizations of r*...

Theorem (Ahlswede-Gacs '76)

D
PGY) = sup  2xelrvlliy)
Lot Dru(vx || px)
X Ux L pix

Theorem (Anantharam-Gohari-Kamath-Nair '13bT)

. IU; Y
r (X, Y) = sup %
A(U;X)>0, ( ’ )
YO U-X=y

tVenkat Anantharam, Amin Aminzadeh Gohari, Sudeep Kamath, and Chandra Nair. “On
Maximal Correlation, Hypercontractivity, and the Data Processing Inequality studied by Erkip
and Cover”. In: CoRR (2013)

8/13




...and r,

Theorem (Nair '14)

(X Y) =

YXY uxy Lpixy

Dy (vy || 1y)

sup
vxy#uxy, Dx (vx || ux) + P(

Dxr(vxy || txy)
= Dri(vx |l px)

;

Theorem (Nair '14)

(X Y) =

VUXY5E

sup I(U;Y)
1(U;XY) :
1(U;XY)>0, I(U: X) +
weu Yuxy (U, )=pxy ( ) p( - I(U;X)>
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A conjecture on Boolean functions

Conjecture (Courtade-Kumar '141)
For {(Xi, Yi)}i=y i.i.d. DSBS(«), for any Boolean functions by, ba,

1(b1(X"); ba(Y")) <1 — hp(a).

JrThomas A. Courtade and Gowtham R. Kumar. “Which Boolean Functions Maximize

Mutual Information on Noisy Inputs?” In: |[EEE Transactions on Information Theory (2014)
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A stronger conjecture on r* of binary r.v.s

Conjecture (Anantharam-Gohari-Kamath-Nair '13a)
For any binary-valued W and Z,

(W-2) <1 hy <1— \/r*(W;Z)> ‘

2

o W—-X"-Y"-7Z = r"(W;2) <r*(X";Y"),

@ Tensorization: r,(X"; Y") = max ry(Xi; Yi);

i=1,...,n

o (X;,Y;) ~DSBS(a) = r*(X;;Y;) = (1 —2a)%
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Takeaways

@ Connections to information-theoretic quantities
@ Applications interesting, but...

@ ...more work to be done!

12/13



Research proposal

e Computable characterizations of r, and r*
@ Closed form expressions in particular cases

@ More connections and applications to information theory
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Thank you!



	From Hölder to hypercontractivity
	Application to probability theory
	Connection with information measures
	Application to an information-theoretic problem
	Concluding remarks

